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ABSTRACT

KEYWORDS: Thermoacoustic instability; Noise induced transition; Triggering;

Non-premixed flame; Stochastic stability.

Thermoacoustic instability has been observed in high intensity and high performance

combustion systems. Under suitable circumstances, the fluctuating heat release rate can

couple with the acoustic field in combustion system and leads to sustained oscillations.

The resulting oscillations are so intense, that they damage the components associated

with the system. The occurrence of thermoacoustic instability can be classified in to

two types: soft and hard excitations. When the oscillations start spontaneously in the

combustion chamber, the instability is said to be softly excited. In hard excitation a

large amplitude disturbance has to be imparted to initiate oscillation. In order to hard

excite a combustion system the disturbance has to be above a threshold level called

triggering amplitude. This phenomenon is called as triggering.

The occurrence of instability has been observed to have a probabilistic nature. The

probabilistic nature is attributed to the randomness of the process that occur in the com-

bustion system. The chances of noise inducing instability in a system has been exten-

sively studied in fields like physics, chemical and biological system.

In the present thesis, the effect of noise on the stability of a thermoacoustic system

operating in a bistable region is experimentally investigated. The thermoacoustic sys-

tem chosen for investigation is a ducted non-premixed flame. The system is excited

by random fuel flow rate fluctuations which affects the system dynamics as parametric

noise. Under the influence of noise, the system undergoes transition from stable to os-

cillatory state. In particular, transition is observed even when the amplitude of the noise

is significantly less than the triggering amplitude of the corresponding deterministic

system. While triggering from noise of low amplitudes, phase portraits reveal that the

system evolves transiently towards an unstable periodic orbit, before eventually grow-
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ing to a stable periodic orbit. A stochastic stability map is constructed to represent the

probability of the system to undergo transition. It is also observed that the amplitude of

the oscillatory state is affected by the noise level.
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CHAPTER 1

INTRODUCTION

1.1 Historical overview

Thermoacoustic instability was first observed by Higgins in 1777 (Higgins, 1802), and

it was referred to as ‘singing flames’. This was accidentally discovered by Higgins

when he attempted to prove that water is produced when hydrogen is burnt in air. He

placed a Hydrogen diffusion flame inside a confinement in an attempt to collect the con-

densate, but instead he observed a distinct tone from the confinement. Rijke (1859b)

extensively investigated this phenomenon and showed that heat source inside a confine-

ment (vertical tube) can excite the acoustic field in it and sound can be produced. He

used a heated wire gauze as a heat source in his experiments. The sound produced was

maximum when the gauze was located 0.2 times the length of the duct from the bottom.

The oscillations were sustained as long as there was a mean flow in the system. Similar

kind of oscillations was observed by glass blowers and it was reported by Sondhauss

(Sondhauss, 1850). Unlike Rijke’s experiment, the oscillations in a Sondhauss tube

were established in a acoustically closed-open duct and didn’t require a mean flow to

sustain the oscillations.

Moreover sound can also be generated when there is a suitable heat sink present

in the system. Johannes Bosscha, Rijke’s assistant observed that the oscillations were

sustained when a cooled wire gauze (heat sink) was placed at 0.8 times the length of

the duct similar to the one used by Rijke (Rijke, 1859a). Similar to Rijke tube the oscil-

lations were sustained only when there was a mean flow in the system. An equivalent

of the Sondhauss oscillations were observed by Taconis et al. (1949) in a closed open

cryogenic vessel. The oscillations were observed in a Helium gas filled closed-open

vessel, when its open end was cooled to cryogenic temperature and the closed end was

maintained at room temperature. Thus thermoacoustic oscillations occur, when there is

a suitable temperature gradient and acoustic field in a system.



Rayleigh (Rayleigh, 1878) hypothesized a criterion for oscillations to be sustained

by heat release/removal rate fluctuation and thus providing a condition for predicting

the onset of instability. In his criterion Rayleigh stated that “if heat is periodically

communicated to, and abstracted from, a mass of air vibrating in a cylinder bounded

by a piston, the effect produced will depend upon the phase of the vibration at which the

heat transfer takes place. If heat is given to air at the moment of greatest condensation,

or taken from it at the moment of greatest rarefaction, the vibration is encouraged. On

the other hand, if heat is given at the moment of greatest rarefaction, or abstracted at the

moment of greatest condensation, the vibration is discouraged". This is mathematically

expressed in Eqn. 1.1 (Deckker, 1970).

T∫

0

V∫

0

P̂ ′(x, t).q̂′(x, t)dvdt > o (1.1)

where the P̂ ′ represents the pressure fluctuations and q̂′ represents the heat release rate

fluctuations in the system, V represents the volume of the system and T represents the

time period of oscillation.

1.2 Impact of thermoacoustic oscillation

The phenomenon of thermoacoustic instability changed from academic interest to a

plaguing problem after the advent of the high intensity combustion systems (Zinn and

Lieuwen, 2006). As the industrial requirement grew larger, so did the the requirement

for power. To meet the demands, high intensity combustion systems were developed

which were often observed to experience thermoacoustic oscillations. Especially ther-

moacoustic oscillations became a major obstacle in the development and operation of

liquid rocket engines (LRE) and in gas turbine engines. The oscillations observed in

such systems were so large that they destroyed the components associated with the

combustion systems. In some cases, the oscillations could lead to catastrophic failure

of the entire system. For example F1 rocket engines development were plagued by ther-

moacoustic oscillations and in many cases the engines catastrophically failed during

testing (Harrje and Reardon, 1972). It almost took 7 years and 2000 test runs to fix the
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problem.

During thermoacoustic oscillations, the pressure oscillations in the chamber are so

large that they exert fatigue loads to the structure of the system. Under the influence

of oscillations the heat release rate in the system is enhanced which leads to excessive

heat loads. Moreover the velocity oscillations in the system reduces the thickness of

the boundary layer and increases the heat transfer to the walls leading to premature fail-

ure of combustion liner and the other associated components (Komarov and Hirasawa,

2003). Thermoacoustic oscillations also result in power and thrust fluctuations, in some

cases the frequency of oscillations could be in resonance with other component in the

system leading to amplitude build up (Norton and Karczub, 2003). Hence in general

thermoacoustic oscillations are not preferred in a combustion system.

On the contrary, there are also cases in which thermoacoustic oscillations are en-

couraged, for example Lennox air heaters, Argus As 109-014 pulse jet engine, Reynst

pulverized coal and oil fired furnaces are to name a few (Reynst, 1961). The ability

of the oscillatory flow field to increase the heat transfer was utilized in the lennox air

heaters and slurry dryers, making the system more compact and more efficient. Reynst

(1961) designed and built pulsating combustors to burn pulverized coal, the pulsating

combustor utilized the intense oscillations to enhance the burn rate of the coal and re-

duced the pollutant emission. Germans developed Argus 109-014 pulse jet engines to

propel small aircrafts and unmanned flying bombs (V1) which utilized the thermoacous-

tic oscillations self-sustainability to eliminate the need for the compressor and turbines

for the operation of jet engines. Thus, Thermoacosutic oscillations are not always con-

sidered as a nuisance; they are also desirable at times (Putnam et al., 1986).

1.3 Mechanism of oscillation

Thermoacoustic oscillations occur in a system whenever a positive feedback loop is

established between the fluctuating heat release rate and the acoustic field in the system

(Putnam, 1971). The fluctuating heat release rate in the system act as a source of energy

and the acoustic field in the system acts as a feedback circuit to sustain the oscillations

3



Figure 1.1: Schematic representation of feedback mechanism in combustion system

(see Fig. 1.1). There are large number of sources for heat release rate fluctuation, to

name a few; fluctuations in the fuel mass flow rate, fluctuation of flame area and flame

wrinkling, the dependency of heat release rate on pressure, unsteady fuel atomization,

equivalence ratio fluctuation etc (Putnam, 1971).

Fluctuation in the mass flow rate of fuel lead to fluctuation in equivalence ratio. The

fluctuating equivalence ratio can further lead to fluctuation of heat release in the system,

which in turn generates pressure disturbances. The pressure disturbances are reflected

back from the walls of the combustor to the fuel injectors. The reflected pressure distur-

bance influences the fuel flow and further enhances the mass flow fluctuation, this again

affects the heat release and generates pressure disturbance. Under suitable condition,

the mass flow fluctuation can couple with the acoustic field and can lead to sustained

oscillations (Jones, 1945). The frequency of oscillations need not necessarily be the

natural mode of the system. This type of coupling is often observed in furnaces and

room heaters (Putnam et al., 1967). The coupling of fuel flow fluctuation to acoustics

can be avoided by choking the fuel injectors.

Even after chocking the fuel flow lines the velocity fluctuation in the air flow lead to

equivalence ratio fluctuation. The velocity fluctuations present in the plane of injection

causes a fluctuation in the mass flow rate (across the injection plane), this leads to

equivalence ratio fluctuation and heat release rate fluctuation. As explained earlier, the

equivalence ratio fluctuation can couple with the acoustics in the system. This type of

coupling is often observed in gas turbine combustors. The coupling can be prevented
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by placing the fuel injector at a suitable position.

The fluctuation of flame area can be caused by equivalence ratio fluctuation, hydro-

dynamic fluctuation and inlet mixture temperature fluctuation. Fluctuation in flame area

leads to fluctuation in heat release rate, thus generating pressure disturbances. When

the generated pressure disturbances impinges back on the flame, it leads to Taylor-

Markstein instability and further enhances the heat release rate of the flame (Markstein

and Squire, 1955). This kind of coupling is often observed in low NoX combustors.

The heat release rate of a mixture of fuel and oxidizer depends upon the pressure of

the environment (Putnam and Dennis, 1955). If the response of the combustible mixture

is such that the it enhances the heat release rate of the system as the pressure increases,

it would lead to coupling of acoustic field in the combustion system and heat release

rate. This kind of coupling is often observed in solid rocket booster motors.

The atomization of fuel droplets are affected by the pressure and velocity fluctuation

present at the injection plane (Sujith, 2005). The pressure fluctuation at the injectors

fluctuates the pressure drop across the injectors, this leads to uneven fuel droplet dis-

tribution. Similarly the velocity fluctuation at the injectors affects the shearing of the

droplets leading to droplet size fluctuation, mixing and mass transfer. The heat release

at the combustion chamber depends on the droplet size and mixture fraction. Thus the

unsteady atomization can lead to unsteady heat release rate, which on coupling with the

acoustic field could lead to a sustained thermoacoustic oscillation. This type of coupling

is observed in gas turbine engines, ramjet engines and liquid rocket engine.

1.4 Onset of instability

A large amount of effort has been invested to predict the onset of thermoacoustic in-

stability. Thermoacoustic oscillations can be investigated through dynamical system

approach. The onset of instability, nature of transition to instability and nature of oscil-

lations can be investigated and the stability of the combustor can be represented through

phase space and bifurcation diagram. Phase space is defined as space in which all pos-

sible states of the system is represented. The evolution of the system is represented by
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the trajectories in the phase space (Strogatz, 2000).

The onset of thermoacoustic oscillations in a combustion system can be of two

types: soft and hard excitation (Burnley and Culick, 2000). A spontaneous transition

from infinitesimally small disturbance to self-sustained oscillations is referred to as soft

excitation or linear instability. This is observed when the operating conditions of the

system are varied beyond its linear stability margin. The condition at which the system

becomes linearly unstable can be predicted using linear stability analysis (Perko, 2009).

A stable combustor (one that does not oscillate spontaneously) can be "triggered"

into self-sustained oscillation by exciting the system with a finite amplitude disturbance.

This phenomenon is referred to as hard excitation or triggering instability, or subcrit-

ical transition to instability in the dynamical systems parlance. During triggering, the

thermoacoustic system evolves from a finite amplitude disturbance (a hard excitation)

above a threshold amplitude called "triggering amplitude" (Crocco and Cheng, 1956).

When the amplitude of the initial condition is less than the triggering amplitude, the sys-

tem evolves asymptotically to a stable state. The phenomenon of triggering is observed

when the system is operating in a hysteretic region of the stability map.

Similarly when the system is operating in a hysteretic region, transition from sta-

ble to oscillatory state can occur in a combustion system due to random fluctuations

(noise) of the processes occurring in the combustor. Zinn and Lieuwen (2005) remark

that thermoacoustic systems can undergo transition to instability by low-amplitude dis-

turbances that are of the order of the background noise level. Transition of the system

from random fluctuations to discrete monotone oscillations was often observed during

the testing of liquid rocket engines (Dranovsky, 2007). The occurrence of this transi-

tion has a probabilistic nature. The system operating in steady stable state experiences

an increase in the amplitude leading to self-sustained oscillations. A unique feature of

this probabilistic transition is lack of reproducibility, even for same operating condi-

tions. The source for noise in a combustion system could be from turbulence in the flow

field, unsteadiness of the flow reversal, unsteadiness of mixing, to name a few (Burnley

and Culick, 2000). The phenomenon of system undergoing transition from stable to

unstable state under the influence of the noise is called noise induced transition (NIT).

NIT has been extensively investigated by Horsethemke and Lefever (1984) for chem-
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ical and electrical systems. They found that NIT plays a critical role in the stability

of the system; yet only a limited amount of work has been performed in the field of

thermoacoustics.
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CHAPTER 2

LITERATURE REVIEW

Initially it was belived that nature is deterministic and predictable, hence randomness or

noise were considered to be an obstacle which hindered the accurate prediction of the

events. Noise was first thought of as a fluctuations from a system which has infinitely

large number of degrees of freedom but their origin was unknown. Thus to understand

how noise can affect the evolution, first we must understand how noise interacts with

the system. A detailed description of characteristics of noise, its interaction with the

system and the consequences are explained in this chapter.

2.1 Measurement and parametric noise

Noise is generally classified into measurement and parametric noise. Measurement

noise are the systematic errors involved in the observation of the system; they have no

impact on the system other than just blurring the trajectories of the system in phase

space. Parametric noise is the randomness associated with control parameters that gov-

ern the dynamics of the system itself. The randomness could be from internal sources

such as thermal noise or from external sources like fluctuations from environment.

Parametric noise is further classified into two types depending upon the manner in

which it interacts with the system: additive and multiplicative noise. The evolution of

the dynamical system with additive noise is expressed mathematically as in the Eqn.

2.1.
dχ

dt
= Aχ + η(t) (2.1)

where χ represents the state vector of the system and Arepresents the evolution operator

of χ, and η represents a parameter (vector) who’s value varies randomly in time. The

random fluctuations in the system is independent of the state variable of the system. On



the other hand multiplicative noise is expressed as in the Eqn. 2.2.

dχ

dt
= Aχ + B(χ)η(t) (2.2)

where B represents the evolution operator of the noise η and it is a function of χ. Here

the random fluctuations depend on the state of the system. From the above explana-

tion it is observed that the parametric noise has a profound impact on the evolution

of the system, especially when the interaction is multiplicative in nature over additive

(Balakrishnan, 2008).

2.2 Effect of noise on dynamics of the system

2.2.1 Numerical investigation

It was observed that addition of parametric noise has a profound effect on the dynamics

of the system. Horsethemke and Lefever (1984) observed that addition of parametric

noise to a deterministic non-linear system modifies the bifurcation behavior and in some

cases they are observed to change the nature of bifurcation. Parametric noise perturbs

the state variable such that it induces fluctuations in the energy states of the fixed points.

Depending upon the noise level, the property of the fixed point is modified.

Meunier and Verga (1988) theoretically investigated the effect of noise on the na-

ture of bifurcation. They considered a simple system which exhibited a supercritical

pitchfork bifurcation to which they added Gaussian white noise. They observed that the

transition in the system does not occur sharply at a critical value, instead the transition

became smooth. This leads to a fuzzy bifurcation. They also observe that the transition

itself occurs with a probabilistic nature. They even proposed that a system in the pres-

ence of noise cannot have critical value, instead it has a critical region where it becomes

unstable. The area of the region depends on the noise level of the system.

Arnold (1998) theoretically showed that a system, whose deterministic state is de-

fined as stable can destabilized by addition of noise. He showed that a system with

random fluctuations exhibited order formation, leading to large scale dissipative struc-
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tures. Further he showed that the critical value for threshold of stability itself depends

on the noise level present in the system. This was also observed by Hutt (2008) in his

numerical investigation. When an additive noise is added to a non-linear system he

observed that the critical value of bifurcation advances as the noise level in the system

increases for a system undergoing subcritical Hopf bifurcation.

Hwang et al. (2000) numerically studied an optically injected semiconductor laser

model, and they considered the intrinsic spontaneous-emission noise for investigation.

The system was observed to exhibit periodic oscillations in the absence of noise, as the

noise level was increased the periodic oscillations of the system transitioned to chaotic

oscillation. Thus the system was observed to exhibit noise induced chaos. The addi-

tion of noise were observed to significantly affect the system even beyond the onset of

instability for a multi-dimensional system.

Similarly, Zaikin and Kurths (2000) in their numerical investigation also showed

that additive noise can induce noise induced transition in the system. They investigated

a Swift-Hohenberg coupling and showed that the additive noise can cause orderliness

and pattern formation in the system.

Lindner et al. (2004) presented an elaborate numerical investigation of the effect of

noise on an excitable system. He chose a FitzHugh-Nagumo and leaky integrate & fire

model and studied the phenomenon of noise induced oscillation, stochastic resonance,

noise induced phase transition and noise induced pulse propagation. They observed that

oscillations were sustained in the system as the noise level is increased, though the fixed

points were stable in nature for the deterministic case. They also investigated a model

of a laser and observed the phenomenon of spiking. As the noise level was increased

the number of spikes observed in the system also increased.

Ibrahim (2006) presented an assessment of the noise induced transition phenomenon

in dynamical systems. He investigates the phenomenon of stabilization of a linearly un-

stable system through random parametric excitation. He observed that through random

parametric excitation the critical value of bifurcation can be shifted to a higher value

for a model that describes ship roll. In the presence of noise he also observed that the

dynamics of system slow down as the operating conditions approached the Hopf point.
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2.2.2 Experimental investigation

Kabashima et al. (1979) experimentally investigated the phenomenon of NIT in a de-

generate parametric electrical oscillator. The parametric oscillator considered for inves-

tigation exhibited transition to instability via supercritical Hopf bifurcation. He showed

that the critical value for the threshold of linear stability recede as the noise level in the

system increases, thus increasing the stability margin of the system. He experimentally

showed that an unstable fixed point was modified to a stable fixed point under the in-

fluence of noise. He also showed that a system under the influence of noise exhibited

higher damping when compared to the noise free case. Similar investigation was per-

formed by Resch et al. (1991) in a Methyl blue-oxygen-Sulfide oscillator. The oscillator

in the present case exhibited subcritical Hopf bifurcation. The system was observed to

get triggered into an oscillatory state under the influence of noise.

Juel et al. (1997) investigated the effect of noise on pitchfork and Hopf bifurcation

experimentally and numerically. They considered a parametric oscillator similar to the

one used by Kabashima et al. (1979). They showed that for the system under the in-

fluence of noise, the response probability density function broadened as the operating

conditions approached the critical value (Hopf point). This broadening was due to the

excitation of the natural modes by noise and thus increasing the sensitivity of the system

to fluctuations. They also showed that the noise amplifies the inherent imperfections

present in the system.

Broussell et al. (1997) experimentally investigated the effect of Markovian dichoto-

mous noise in a ZnSe interference filter excited by an argon ion laser. The noise was

added to the experiment through an acousto-optic modulator. For a noise free case, the

system exhibited bistability in the variation of transmittance with incident power. For

low noise level, they observed a single peak in the response PDF. As the noise level

is increased, the single peak in the response PDF was observed to split into two peaks

and the system was observed to transition between the two states in a random manner.

Further increasing the noise level, the PDF further splits and finally exhibits three peaks

in the response PDF. Under the influence of noise, the system was observed to sustain

a third oscillatory state which was not observed in deterministic state. Thus the system
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is exhibiting noise induced transition first and then it exhibits noise induced states for

higher noise levels.

Residori et al. (2002) and Berthet et al. (2003) performed investigations on the ef-

fect of multiplicative noise on the stability of the system in two experimental setups.

One was a RLC circuit and the other was a surface wave generated by vertically vi-

brating layer of fluid or Faraday instabilities. In both the experiments, they observed

that the system was triggered to oscillations even before the threshold of linear stability.

Further, they also reported that the noise detunes the system from forcing and reduces

the amplitude of oscillation. They also observed that the system underwent transition

through subcritical Hopf bifurcation in the presence of noise. In the absence of noise

supercritical Hopf bifurcation was observed.

Oh and Ahlers (2003) performed experiments in a Rayleigh-Bénard cell filled with

Sulfur hexafluoride (SF6) near the critical temperature of transition. They showed ex-

perimentally that the system undergoes subcritical transition under the influence of ran-

dom fluctuations, instead of undergoing a supercritical transition as with the case of the

noise free system. This was theoretically predicted by Swift and Hohenberg (Swift and

Hohenberg, 1977; Hohenberg and Swift, 1992).

Billings et al. (2004) experimentally and numerically investigated the effect of noise

on acousto-optic modulated CO2 laser. The system was observed to transition from

periodic limit-cycle oscillations to noise induced chaos as the noise level in the system

was increased.

2.3 Effect of noise on combustion chamber

In an effort to predict the onset of instability, large number of theories have been pro-

posed. However the proposed theories are less accurate in predicting the stability mar-

gin of a combustion system. The theories consider all the process that occur in the

combustion chamber and are assumed to behave deterministic in nature, which is not

true. Inside a combustion chamber, turbulence in the flow, mixing of fuel and oxidizer,

combustion of reactants etc., are random in nature and can act as a source of noise. The
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randomness of the process can impart probabilistic nature to the system and affect the

dynamics (Dranovsky, 2007).

Burnley and Culick (2000) theoretically investigated the effect of random fluctua-

tions on the stability of the combustor. In their investigation they considered the noise

generated due to vorticity and entropy fluctuations in the system. They identified the

possibility of triggering due to random fluctuations in the system. Their investigation

showed that the presence of nonlinear gasdynamics alone is not sufficient for Noise

induced triggering to occur, it requires nonlinear combustion also to be present for trig-

gering to occur.

Lieuwen and Zinn (2002) experimentally observed that lean premixed combustor

operating in a stable region, but close to the critical point experienced sudden increase in

the amplitude of oscillations and reach a steady oscillatory state. Lieuwen and Banaszuk

(2005) further numerically investigated the effect of noise on the stability of the system.

They showed that the linear stability margin of a thermoacoustic system shrinks as

the noise level in the system increases. They also showed that a noisy combustion

interaction between flow and heat release rate has a significant effect on the system for

fluctuations as low as u′rms/ū ∼ 5%.

Balasubramanian and Sujith (2008a,b) showed that thermoacoustic systems are non-

normal in general. They were the first to identify the non-normality of the thermoacous-

tic system and investigated its consequences. They observed that conventional stability

analysis is not sufficient to describe the stability margin of the thermoacoustic sys-

tem with non-normal eigenvectors. Non-normality results in transient growth of distur-

bances for a linearly stable system. They also showed that transient growth can result

in triggering, starting from a small, but finite initial condition.

Mariappan and Sujith (2010) numerically investigated the stability of a solid rocket

motor. They identified and incorporated the terms contributing to the non-normality in

the acoustics and propellant burn rate in their investigation. They observed that a system

can be triggered with very low amplitude disturbance, when applied in an optimal direc-

tion. Subramanian and Sujith (2011) investigated role of non-normality in a premixed

flame. They considered the flame dynamics also in their investigation and found that

13



it plays a vital role in triggering the system. Mariappan et al. (2011) confirmed exper-

imentally that the eigenmodes of a horizontal Rijke tube are non-orthogonal. Further,

they quantified transient growth using acoustic energy as a scalar norm, and confirmed

the predictions of Balasubramanian and Sujith (2008b).

Following the work of Sujith and co-workers, Juniper (2011) proposed that trigger-

ing in thermoacoustics is analogous to bypass transition in turbulence. He also devel-

oped a procedure based on adjoint looping to find the lowest energy that can trigger

self-sustained oscillations in a horizontal Rijke tube. He showed that the initial energy

required to trigger self-sustained oscillations is much smaller than the energy of the os-

cillations, and is even lower than the lowest energy on the unstable periodic solution.

Zhao (2012) investigated a numerical model of Rijke tube with premixed flame as a

heat source. In his investigation, he found that the presence of temperature gradient in

the system gives rise to non-normal nature. Kim and Hochgreb (2011) experimentally

investigated triggering and transient growth of thermoacoustic oscillations in a model

lean-premixed swirl stabilized gas turbine combustor. In an alternate approach, Noiray

et al. (2008) analyzed triggering using describing functions.

Fedotov et al. (2002) found that a nonlinear dynamical system mimicking a laminar-

to-turbulent subcritical transition system with a non-normal transient growth is sensitive

to the presence of weak random perturbations. They showed that non-normality is an

important factor in the amplification of noise and the susceptibility of a system to be

pushed out of the basin of attraction of the stable state. This finding can have a serious

bearing on stability of thermoacoustic systems as they have been shown to be non-

normal in general (Balasubramanian and Sujith, 2008a,b; Nicoud et al., 2007)

Waugh and Juniper (2011) conducted numerical investigations and showed that low

amplitude noise can cause triggering. They constructed a stochastic stability map to

highlight the probabilistic nature of the transition. Studies of hydrodynamic instability

in the context of bypass transition to turbulence in pipe flow have shown that a possible

route to transition occurs through a complex network of saddle points and at least one

local relative attractor (Duget et al., 2008). The local relative attractor has just one un-

stable eigenvalue; so trajectories enter its vicinity along its stable manifold, and escape

along the unstable manifold.
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2.4 Existing understanding and out standing issues

A large number of investigations have been performed to understand the effect of noise

on the dynamics of the system. The earlier studies show that noise can play both con-

structive and destructive role on the output of the system depending upon the type of

system, the type of interaction of noise and the parameter through which noise was

added to the system. Noise can play a constructive role such as stabilizing an unstable

system, recede the critical value of transition, pattern formation, enhance response of

the system to external perturbations etc. On the other hand, it can play destructive roles

such as triggering a system, advance the critical value of transition, induce chaos etc.

Noise induced transitions have been extensively investigated in the field of physics,

biology, chemical and electrical systems. Experimental investigations have also been

performed, but the system considered for investigation were of simple nature. For ex-

ample most investigators considered electrical oscillators to reduce complexity; further,

they were of parametric oscillator type. Very few investigated the role of noise in com-

plex system like a laser. Thus to asses the impact of noise on a practical system like

combustion system, the observations made in a simple system cannot be extended in a

straight forward manner.

Though considerable amount of theoretical investigation has been performed on the

effect of noise on combustion system, very few experimental investigation have been

performed to asses the role of noise in the system.

2.5 Objective of the thesis

In the present thesis we are interested in understanding the role of noise in a thermoa-

coustic system, especially when the system is operating in the bistable zone. The in-

vestigations primarily focuses on the phenomenon of noise induced transition and the

mechanism of triggering through noise. The impact of noise on the thermoacoustic

oscillations is also investigated. In this context, we examine how a thermoacoustic

system can be triggered by low amplitude noise. The thermoacoustic system chosen

for investigation is a ducted non-premixed flame in an axisymmetric Burke-Schumann
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type configuration. The fuel flow rate at the tip of the burner was perturbed randomly.

This influences the system as a parametric noise. The evolution of the system under

the influence of the parametric noise was investigated by constructing phase portraits.

Further, the probabilistic nature of the transition is studied using basic statistical tools

from design of experiments and probability theory.
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CHAPTER 3

EXPERIMENTAL SETUP

3.1 Configuration

In order to understand the effect of noise on the stability of the thermoacoustic system

it is desirable that the experimental setup under investigation possesses the following

qualities.

• The inherent noise in the system must be low. This ensures that the deterministic

state of the system can be defined with a reasonable certainty for a given control

parameter.

• The system must be in thermal equilibrium with its environment. This ensures

that the role of external fluctuation on the system is minimum.

The parameters in the experimental setup are chosen such that the above mentioned

conditions are satisfied. The details are as follows: the thermoacoustic system chosen

for investigation is a laminar ducted Burke-Schumann type non-premixed flame system,

similar to the one discussed in Putnam (1971). The schematic representation of the

flame configuration and the setup is shown in Fig. 3.1. A brass and a quartz tube are

arranged concentric to each other to achieve the Burke-Schumann flame configuration

as shown in the inset of Fig. 3.1. The dimensions of the tubes used in the experiment are

provided in the Table 3.1. Fuel is supplied through the central brass tube and oxidizer

is supplied through the annular space between the brass tube and quartz tube. Fuel and

oxidizer diffuse, mix in the combustion zone and establishes a flame at the tip of the

brass tube.

The confinement provided by the quartz tube establishes an acoustic field over the

flame. The upstream of both brass and quartz tube are connected individually to plenum



Table 3.1: The dimensions of the tube used in the experiment

Tube Length (m) Outer diameter (mm) Thickness (mm)
Quartz 1 50 1.5
Brass 1.3 25 0.7

chambers to maintain an acoustically open boundary condition, and to dissipate any

flow fluctuation that are initially present in the fuel and oxidizer supply line.

The location of the flame inside the quartz tube is a control parameter in the ex-

periment and it is denoted by Xf . The flame location is measured by considering the

inlet of the quartz tube as a reference. A traverse mechanism is employed to vary the

relative position of flame inside the quartz tube. The traverse mechanism consists of a

worm gear engaged rack and pinion mechanism to allow precise variation of Xf . The

traverse mechanism has a minimum resolution of 1 mm. The uncertainty involved in

the variation of Xf is ±0.5 mm.

In the experiment, a mixture of Methane (CH4) and Nitrogen (N2) in a ratio of 1 : 2

by volume is used as a fuel and pure Oxygen (O2) is used as an oxidizer. Nitrogen is

used as a diluent of the fuel. The diluent is added to the fuel to reduce the temperature of

the flame which in turn reduces the soot formation. The formation of soot is undesirable

in the system as it constantly changes the operating conditions in the system by soot de-

position and also it hinders the instrumentation. Further the usage of Oxygen ensures

the anchorage of the flame on the tip of the burner and prevents lift off during experi-

ments. The flow rate of the reactants are controlled by the individual flow control valves

and they are measured using a flow meter (rotameter). The flow rates of the reactant are

presented in Table 3.2 . The uncertainty in the measurement of flow rate is ±50 ccm.

The equivalence ratio of the reactants at the entry is 1 and it has an uncertainty of 7.5%.

The flow rates of the reactants are chosen such that there is sufficient heat release rate to

drive thermoacoustic instability and at the same time maintaining the flow to be laminar

in both brass tube and annular space. The Reynolds number of the flow inside the brass

tube is Re = 197± 5 (< Recritical = 2300, White (2010)) and the Reynolds number of

the flow in the annular space is Re = 40±1 (< Recrititcal = 1600, Sheen et al. (1997)).

Recritical represents the critical Reynolds number at which the flow becomes unstable
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. The details of the Reynolds number calculation are discussed in detail in Appendix

A. Separate N2 flush lines are provided for emergency situations like thermal runaway.

Table 3.2: The Flow rate of the reactants used in the experiment

reactant flowrate (lpm)
CH4 1
N2 2
O2 2

Further non-return valves are provided in each supply lines to prevent the back flow of

the reactants in the system.

A 6”−Subwoofer (4 Ω, 160W ) is directly mounted on the plenum chamber provided

for the fuel (as indicated in Fig. 3.1). The speaker is used to perturb the fuel flow rate

in the system precisely. Parameters such as pressure fluctuation in the combustion zone

and the heat release rate can be measured in the setup in order to study the response of

the system for different operating conditions.

3.2 Instrumentation

3.2.1 Combustion chamber’s acoustic pressure measurement

The acoustic pressure measurements are performed using transducers mounted on the

quartz tube (Xf = 25 cm) and the fuel plenum chamber. Piezoelectric pressure trans-

ducers of model 103B02, manufactured by PCB Piezotronics were used for measure-

ments. Pressure transducers are flush mounted to the quartz tube using a teflon adapter

(Fig. 3.2). The details of the calibration of the adapter are presented in the Appendix

B. The frequency response curve of the teflon adapter is shown in Fig. 3.3. The re-

sponse of the adapter over the frequency range of 20 − 2000 Hz is constant and it has

a calibration coefficient of 0.997. The phase lag in the adapter is less than 10◦ which

is negligible. The amplitude of the pressure fluctuation (|P ′|) inside the quartz tube is

considered a measure of the system’s response.

The pressure signal generated by the transducers are first conditioned using a signal

19



Figure 3.1: Schematic diagram of the setup. The legend represents the following: A-
Quartz tube, B- Brass burner tube, C- Oxidizer plenum chamber, D- Fuel
plenum chamber, E- Oxygen supply port, F- Flush Nitrogen supply, G- Fuel
supply port, H- Sub woofer, I- Traverse mechanism. The inset figure repre-
sents the Burke-Schumann flame configuration.

Figure 3.2: Teflon adapter used to flush mount the transducer on the quartz tube and the
Piezoelectric transducer used for pressure measurements
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Figure 3.3: The frequency response (a) and phase difference (b) of the teflon adapter
for a frequency range of 20− 2000 Hz.

conditioner (PCB 482A16) and then the signal is acquired in a data acquisition (DAQ)

system with PCI 6221 DAQ Mx card via a SCB − 68 connector card (physical in-

terface). The acquired signal is then processed using a Labview signal express 2009.

The data are acquired at a rate of 10000 samples per second. DAQ system is also used

to generate the required electrical signals that has to be given to the speaker in order to

perturb the system.

3.2.2 Heat release rate measurement

The spectrum emitted by the flame was first analyzed using a Aventes spectrum analyzer

(Model no: 3648 − 2) in the wave length range of 250 nm to 800 nm. The emission

spectrum of the flame is shown in Fig. 3.4 (a). The strength of the OH∗ chemilu-

minescence signal which corresponds to the transition OH A2Σ+ → X2Π (Nori and

Seitzman., 2007) is measured for various fuel flow rates (equivalence ratio is maintained

constant at 1). The OH∗ chemiluminescence signal is observed to vary linearly with the

flow rate of the fuel or the total heat release rate of the flame (Fig. 3.4 b). Hence the
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Figure 3.4: (a) Emission spectrum of the flame showing peak at 308 nm wavelength.
(b) Variation of intensity of OH∗ signal as the mass flow rate of the fuel is
increased maintaining φ = 1 as constant

OH∗ chemiluminescence can be used to quantify the heat release rate fluctuation of

the flame (discussed in detail in Appendix C). The instantaneous fluctuation in the heat

release rate of the flame is measured using a Hamamatsu H5784 photo multiplier tube

(PMT) fitted with a 308 nm narrow band filter (OH∗ chemiluminescence). The wave

length band of the filter is ±5 nm. The signal generated in the PMT is collected in the

DAQ system bypassing the signal conditioner. The bypassing is performed to prevent

the signal conditioner from subtracting the base voltage from the PMT signal which

corresponds to the mean heat release rate of the flame.

3.2.3 Temperature measurement

Thermocouples of type ‘K’ are mounted on the quartz tube at Xf = 50 cm to measure

the wall temperature. Another ‘K’ type thermocouple is mounted on the control panel to

measure the ambient temperature. The wall temperature of the quartz tube is measured

to monitor the steady state of the system during the experiment. The ambient tempera-

ture is measured to ensure that the environmental conditions around the setup does not

vary much. This is performed to ensure that environmental fluctuation have less impact

on the obtained results. The relative humidity present in the air is also measured using
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hygrometer to monitor the environmental changes. Experiments are always performed

in an ambient temperature of 301± 1 K and relative humidity of 76± 3%.

Figure 3.5: The outlay of the instrumentation, reactants control and supply of the ex-
perimental setup.

3.3 Speaker characterization

Electrical signal for the speaker are generated in the DAQ system. The generated elec-

trical signal is then amplified in a AHUJA UBA-500M (650 W,Hi−fidelity) amplifier

and supplied to the speaker. The performance of the speaker is assessed to quantify the

recreation of the electrical signal given to the speaker, by measuring this is quantified by

measuring the total harmonic distortion (THD) of the speaker. The details of the mea-

surement are presented in the Appendix D. The evaluation is performed for a frequency

band of 1 − 1000 Hz as shown in Fig. 3.6. From the Fig 3.6 we can observe that the

THD is less than 5% for the frequencies above 20 Hz. Since the operating conditions

are between 20− 1000 Hz this satisfies our requirement.
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Figure 3.6: THD of the speaker for the frequency range of 1− 1000 Hz.

Gaussian white noise signal is generated in the DAQ system and is supplied to the

speaker. The speaker is kept in free field, and pressure measurement are acquired and

processed to assess its nature. The power spectral density of the noise is shown in

Fig. 3.7 (a). From Fig. 3.7 (a) we can observe that the spectrum is not perfectly

flat (for a noise to be white in color the power spectral density of the noise should be

flat, that is the amplitude should be same for all frequencies). Instead the spectrum

shows that the amplitude increases as the frequency increases (blue noise). For a noise

signal to be designated as blue in color the variation of spectral power density should be

3 dB/octave with increasing frequency. The slope of the power density spectrum with

increasing frequency for the noise generated by the speaker is 0.02 dB/octave. Hence

in effect, the noise generated by the speaker can be considered as white noise. When the

probability density function for the amplitude of the noise (Fig. 3.7 b) is analyzed, we

can observe that it has Gaussian distribution. Thus the noise generated from the speaker

is a Gaussian white noise within the frequency range 20− 2000Hz.

In general the power spectral density of the white noise should be flat over infinite

frequency range, but in a real physical system this is not possible. But in a practical

thermoacoustic system; the higher modes are weak and dormant (Waugh et al., 2011),

moreover the flame act as a low pass filter and the flames response to high frequency

perturbations are weak (Klein, 2000). Thus as far as the flame and system is concerned,

they effectively see a white noise. As per the definition of Horsethemke and Lefever

(1984) noise used in the experiment can be called as Gaussian quasi-white noise (for

details see Appendix D.
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Figure 3.7: (a) Power spectral density of the white noise generated by the speaker. (b)
PDF of the amplitude distribution of the noise.

3.4 Acoustic damping

In order to ensure that the system parameters does not vary between the experiments

and ensure repeatability, the acoustic damping of the system represented by the decay

rate (α) is measured and monitored to be within a acceptable variation limit. Damp-

ing measurements are performed at prescribed environmental conditions (see Section

3.2.3). The acoustic damping in the system is measured as prescribed by Perry (1970).

Figure 3.8: (a) The pressure trace of the system decaying to stable state (without flame).
The signal within the gray shaded region is utilized to estimate the damp-
ing in the system and the dotted line represent the amplitude envelope (b)
Estimation of slope of the decaying amplitude envelope.

The system is perturbed acoustically at the natural frequency of the system without

flame, 113 Hz. Then the disturbance is allowed to decay and the evolution of the pres-

sure is acquired (Fig. 3.8 (a)). From the pressure trace, the envelope of the decaying am-
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plitude (shown in light grey region in Fig 3.8 (a)) is extracted by applying Hilbert trans-

form (absolute value). The logarithmic decay rate defined by log(|H(P (t))|/|H(P (t1))|
of the pressure trace is shown in Fig. 3.8 (b). The straight line part of the curve repre-

sents the exponential decay of the pressure trace. The slope of the line gives the decay

rate of the system. For the case shown in Fig. 3.8 (b) the α = 10.8 s−1. For the present

study, the mean of the α is 10.6 s−1, and the acceptable variation limit is ±0.5 s−1. The

decay rate is measured before every experiment, and the experiments are conducted

only if it is within the prescribed limits.

3.5 Background noise in the system

The random fluctuation or noise level in the system is quantified by the standard devi-

ation of the fluctuations. The inherent noise present in the system was observed to be

2 Pa. The inherent fluctuation presented here considers both the noise associated with

the DAQ system and also the inherent flow and pressure fluctuation in the system. Thus

the experimental set up has very low inherent noise as stated in section 3.1.
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CHAPTER 4

RESULTS AND DISCUSSION

4.1 Deterministic state of the system

The behavior of the system in the absence of noise is first investigated. The system’s re-

sponse (|P ′|) for variation in control parameter (Xf ) for a noise free case is represented

through a bifurcation diagram. The control parameter Xf is varied in steps of 1 mm,

and a settling time of 180 s is provided for the system to reach the equilibrium state

between each variation in Xf . The equilibrium state of the system is monitored through

the measurement of wall temperature. |P ′| is measured after the system reaches the

equilibrium state. |P ′| for variation of xf in both forward (Xf = 34 cm to Xf = 31 cm)

and return (Xf = 31 cm to Xf = 34 cm) direction is acquired.

4.1.1 Path followed by the system

The response of the system for variation of Xf is shown in Fig. 4.1. From Fig. 4.1,

we can observe that the path followed by the system is not same for forward and return

direction.

Assume that, the system is initially operating at point ‘A’. As Xf is reduced the sys-

tem continues to stay in a steady state. On reaching point ‘B’ the system losses stability

and the amplitude of pressure fluctuation increases. The amplitude of oscillations finally

reach the point ‘C’ and the system exhibits sustained oscillation. On further decreasing

the Xf , the system continues to stay in oscillatory state and reaches point ‘D’. On the

return path from point ‘D’, the system continues to stay in the oscillatory state until it

reaches the point ‘C’. Even after reaching the point ‘C’, the system does not fall back

to the stable steady state; instead the system continues to stay in oscillatory state and

follows an entirely different path to ‘E’. On further varying Xf , the system continues to



Figure 4.1: The response in P ′ for the variation of the control parameter Xf . The vol-
ume flow rate of N2 = 2 lpm, CH4 = 1 lpm and O2 = 2 lpm. Settling
time between each measurement is 180 s.

stay in the oscillatory state and reaches point ‘F’. At ‘F’, the system is unable to sustain

the oscillations and the pressure oscillations decay and it reaches the steady state and

reaches point ‘G’. The system continues to stay in steady state for further variation of

Xf . The system is observed to exhibit ‘bistability’ or hysteresis between Xf = 31.5 cm

to Xf = 33.3 cm.

The oscillatory state attained by the system is ‘limit-cycle oscillation’, as can be

clearly observed from the phase portrait constructed using pressure fluctuation inside

the combustion chamber P ′ (Pa) and fluctuating heat release rate of the system q′

(arbitrary units) (Fig. 4.2). Since the data are from experiments the limit cycle ap-

pears to be banded. The above explained experiments were performed three times to

ensure repeatability.

4.1.2 Triggering phenomenon

When the system is operating in the hysteretic region the phenomenon of triggering can

be observed. In Fig. 4.3 the phenomenon of triggering instability is illustrated. As

prescribed by Mariappan et al. (2011), in the experiment the system was perturbed with

an initial condition of 20 cycles of sine wave of frequency 185 Hz (natural frequency
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Figure 4.2: Phase portrait of the system is constructed using q′ and P ′. The phase por-
trait shows the closed trajectory, hence the nature of oscillation is limit-cycle
(Xf = 32 cm).

of the system with the flame). Twenty cycles of oscillation were used to perturb the

system to overcome the inertia of the system to respond to a disturbance. To identify

the triggering amplitude of the system, the amplitude of the disturbance is increased in

steps of 2 Pa and the system was perturbed and then allowed to evolve on its own. If the

disturbance destabilizes the system, the amplitude of the oscillation will increase and

finally reaches the stable oscillatory state as shown in Fig. 4.3 (a). The amplitude of the

disturbance is then identified as the triggering amplitude. If the disturbance amplitude

is less than the triggering amplitude, the disturbance decays and as this system evolves,

asymptotically reaches the steady state (Fig. 4.3 (b)). The above explained experiments

were performed for all Xf within the bistable region (with a step size of 1 mm) and

the experiments were repeated twelve times to quantify the uncertainty in the triggering

amplitude.

The triggering amplitude for the system depends on the type of initial condition with

which it was perturbed. The triggering amplitude identified in the current experiment

corresponds to initial condition specified above. For a single mode perturbation (like

the one used in the experiment), the first mode requires least energy for the system to

get triggered (Mariappan et al., 2011).

The evolution of the heat release rate (q(t) = q̄(t) + q′(t)) of the system is shown

in Fig. 4.3 (c) & (d). In Fig. 4.3 (c), the heat release rate of the system during triggering

instability is presented. The heat release rate is observed to oscillate after the distur-
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bance is imparted to it. The pressure and velocity oscillation in the chamber enhances

the mixing of the fuel and oxidizer and it reduces the effective local equivalence ratio

in the combustion zone. This increased mixing is reflected in the OH∗ intensity trace

as a decreasing mean (Nori and Seitzman., 2007). The change in the local equivalence

ratio leads to increase in mean heat release rate. Thus decrease of the mean of OH∗

intensity indicates increase in mean heat release rate (q̄). Along with the increase in q̄

the amplitude of the fluctuating heat release rate (q′) also increases exponentially and

reaches a stable oscillatory state. The heat release rate of the system that did not got

triggered is shown in Fig. 4.3 (d). Here the heat release rate is observed to oscillate

but the oscillations are not sustained and they decay exponentially similar to a pressure

evolution shown in Fig. 4.3 (b).

The phase difference (φ) between the q′ and P ′ is measured from the time series

data and is presented in Fig. 4.3 (e) and (f). The method followed to acquire the phase

difference between P ′ trace and q′ trace is as follows; first the time traces are divided

into small segments of time interval of 25 ms: the time interval is 4.6 times longer

than the acoustic timescales of the system, which is 5.4 × 10−3 ms and it corresponds

to the natural frequency of 185 Hz. Then the cross correlation coefficient between

the corresponding divided time traces are acquired. Finally the arccos (cos−1) of the

correlation coefficient gives us the phase difference between the traces.

The evolution of φ for the system that just got triggered is shown in Fig. 4.3 (e).

When the system is in steady state, q′ and P ′ are out of phase (90◦). When the distur-

bance is imparted, φ evolves and establishes a strong coupling to overcome the thresh-

old. After the threshold is exceeded φ evolves such that the coupling between q′ and

P ′ weakens and it is just sufficient enough to overcome the damping in the system and

to sustain the oscillation. The evolution of φ for the system that is not triggered is pre-

sented in Fig. 4.3 (f). As explained earlier the q′ and P ′ are initially out of phase, when

perturbed the φ evolves but it is unable to establish a strong coupling to overcome the

threshold, thus the φ drifts back and again reaches the state where it is out of phase.

The phase portrait of the system that just got triggered is shown in Fig. 4.3 (g).

Initially the system is in steady state (fixed point), when a disturbance is imparted to the

system it spirals out and reaches the unstable limit cycle, shown as a dark band. The
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Figure 4.3: The evolution of the system at Xf = 32.3 cm, after it was perturbed is rep-
resented in pressure (a) & (b), heat release rate (c) & (d), phase difference
(e) & (f) and phase portrait (g) & (h) of the system. The figures (a), (c), (e)
& (g) corresponds to the system that just got triggered. The amplitude of
the initial disturbance is 289 Pa. The figures (b), (d), (f) & (h) corresponds
to the system not getting triggered and asymptotically reaching steady state.
the amplitude of the initial disturbance is 279 Pa. At Xf = 32.3 cm the
triggering amplitude is 284 Pa with an uncertainty of ±2 Pa. The term
ULC denotes Unstable limit-cycle and the term SLC denotes Stable limit-
cycle. The time intervals chosen for calculation of φ is 0.025 s. The scales
of the plots are maintained same for plots of both triggered and un-triggered
case.
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unstable limit-cycle represents the threshold, the system has to overcome in order to get

triggered. For the present case, the amplitude of the disturbance is just sufficient enough

to reach the threshold. After reaching the unstable limit-cycle, the system evolves in this

orbit for a while before it spirals out and reaches a stable limit-cycle oscillation. Simi-

larly the phase portrait shown in Fig. 4.3 (h) is of the system that did not get triggered.

Here the disturbance takes the system to the unstable limit-cycle but the amplitude of

the disturbance is not sufficient enough to cause triggering. The system hovers in this

orbit for a while before it decays down to the steady state. In the phase portrait we are

unable to clearly define the mean heat release rate of the system, hence from Section

4.1.3 onwards we will only consider the evolution of fluctuating heat release rate (q′) of

the system. The evolution of the mean heat release rate of the system will be removed

from the time trace by passing it through a high pass filter which has a cut-off frequency

of 5 Hz (Bendat and Piersol, 1986).

These observations fit the conjecture proposed by Juniper (2011) that when the sys-

tem is just triggered, the oscillations transiently grow towards an unstable periodic orbit

before growing to a stable periodic orbit. The oscillatory limit cycle state and the fixed

point state are separated by a basin boundary. The unstable limit cycle lies on the sur-

face of the basin boundary (Duget et al., 2008). If the initial perturbations take the

system across the basin of attraction, the system evolves to a self-sustained oscillatory

state. If the initial conditions falls within the basin of attraction of a stable fixed point,

the oscillations decay to the fixed point.

4.1.3 Consolidated stability map

A consolidated bifurcation diagram is presented in Fig. 4.4. The points denoted by the

upward triangle represents the oscillatory state of the system. The points denoted by

the downward triangle represents the steady state of the system. The dotted line repre-

sents the triggering amplitude of the system. The error bar on the triggering amplitude

represents the maximum and minimum value of the triggering amplitude obtained from

realizations and the dotted line passes through the mean of the values obtained for the

particular Xf . The system becomes unstable at Xf = 31.45 ± 0.05cm and the flame
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Figure 4.4: Consolidated bifurcation diagram of the system. The region between Xf =
31.5 cm to Xf = 33.3 cm the system is bistable. The error bar on the
dotted line represents the uncertainty associated with the identification of
the triggering amplitude.

location is called as Hopf point. The system becomes stable at Xf = 33.25 ± 0.05cm

and the flame location is called as fold point.

On observing the bifurcation diagram the stability of the system can be classified

into three zones. The operating conditions above the Fold point (> Xf = 33.25 cm)

is said to be non-linearly stable or globally stable. When the system is operating in

the globally stable region, any disturbance imparted to the system will eventually decay

and reach a steady state irrespective of the amplitude of the disturbance. The Xf below

the Hopf point (< Xf = 31.45 cm) is said to be linearly unstable or globally unstable.

when the system is operating in globally unstable region, even an infinitesimally small

disturbance such as the inherent noise present will destabilize the system and will reach

the oscillatory state. The region between the Hopf point and the fold point is called as

the bistable zone or the subcritical transition zone as the system undergoes transition to

instability via subcritical Hopf bifurcation. In the subcritical transition zone, the system

is stable as long as the amplitude of disturbance is less than the triggering amplitude.

The system will become unstable and reach a oscillatory state if the amplitude of the

disturbance is greater than the triggering amplitude.
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Since the deterministic behavior of the system is clearly defined, the flame locations

Xf = 32 cm, 32.2 cm, 32.4 cm, 32.6 cm, 32.8 cm and 33 cm are chosen for the noise

induced triggering experiment. The triggering amplitudes for the corresponding flame

location in presented in Table 4.1.

Table 4.1: Triggering amplitudes for the flame locations chosen for noise induced trig-
gering experiments

Xf (cm) Triggering amplitude (Pa)
32 207.0

32.2 277.0
32.4 326.3
32.6 400.0
32.8 409.4
33 460.0

4.2 Noise induced triggering and its stochastic nature

To understand the effect of noise on the stability of the system and the stochastic na-

ture of the occurrence of transition, a systematic and controlled experimental study was

performed. The experimental parameter in our current study is the strength of noise

with which the system is perturbed. Noise is added to the system through the speaker

mounted on the fuel plenum chamber. Perturbing the system with Gaussian quasi-white

noise reflects in the system as a fuel flow rate fluctuation. Since the heat release rate

of the system is almost linearly related to fuel flow rate (see Section 3.2), fluctuating

the fuel flow rate randomly leads to randomly fluctuating heat release rate, which is

equivalent to a parametric noise. As a first step, we quantify the fuel flow rate fluctu-

ation and the nature of the fluctuation at the tip of the burner by performing velocity

measurements using high speed particle image velocimetry (HS-PIV) and laser doppler

velocimetry (LDV) in cold flow state. The details of the velocity measurements are

explained in detail in Appendix E. Then an experiment was specifically designed to

capture the stochastic nature of the occurrence of NIT. In the experiment, the evolution

of the P ′ and q′ under the influence of the noise is acquired. From the acquired pressure,

heat release rate data and the final state reached by the system, the stochastic properties
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of the system is quantified. The time duration of the experiment for which the evolution

is captured was chosen as 90 s.

4.2.1 Fuel flow rate fluctuation

The velocity measurement was first performed for a noise free case. The velocity pro-

file at the tip of the burner is shown in Fig. 4.5. The velocity profile at the exit of the

burner tube was observed to be almost parabolic in nature, similar to a profile of a fully

developed Hagen-Poiseuille flow (O’Neill et al., 2004; Rankin et al., 1983). The spatio-

temporal averaged velocity at the tip of the burner is found to be V̄avg = 0.122 m/s and

the temporally averaged maximum velocity observed in the profile is V̄max = 0.221 m/s

(the quantities denoted by bar sign (¯) represents the temporally averaged data, the

quantities denoted by ‘avg’ in the subscript ( avg) represents the spatially averaged data

and the quantities with prime ( ′) represent the time evolving fluctuating component of

the system). The temporal evolution of Vmax was observed to have an inherent fluctua-

tion (V ′
max) of less than 1% of V̄max, this ensures that the flow is laminar (Darbyshire

and Mullin, 1995; Crow and Champagne, 1971). Since the volume flow rate (Q̇) at the

tip of the burner is directly proportional to the Vavg (spatially averaged velocity across

the burner, see Appendix E), the evolution of the Vavg is used to define the volume flow

rate fluctuation in the system.

The system was perturbed by a Gaussian quasi-white noise and the fuel flow rate

fluctuation at the tip of the burner was acquired. The evolution of the pressure inside

plenum chamber and velocity fluctuation at the tip of the burner are shown in Fig.

4.6 (a) and (b) respectively. The spectrum of the acquired velocity data is shown in

Fig. 4.7. Though the noise added to the system is white in nature, the spectrum of

the velocity fluctuation shows distinct peaks at discrete frequencies. These distinct

peaks corresponds to the natural frequency of burner tube assembly. The fluctuations

in the noise corresponding to the natural frequency of the burner tube assembly gets

amplified due to the acoustic field and they change the profile of the noise added to the

system. However the distribution of the amplitude is still Gaussian in nature. Hence

the profile of the noise can be still considered as "Gaussian quasi-white noise" but with
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Figure 4.5: The velocity profile at the exit of the burner tube for the fuel flow rate men-
tioned in Table 3.2. The dashed lines represents the location of the walls of
the burner. The dotted lines represent the plane of measurement which is
2 mm from the tip of the burner.

Figure 4.6: (a) Pressure trace observed in the fuel plenum chamber. (b) The Vavg ob-
served at the tip of the burner.

Figure 4.7: (a) Spectrum of V ′
avg at the tip of the burner tube when perturbed with noise.

(b) Distribution of the amplitude of velocity fluctuation.
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Figure 4.8: Transfer function constructed between P ′
rms and RMS(V ′

avg)

contamination at discrete frequencies. As explained in Section 3.5 the noise level is

quantified by the standard deviation of the pressure fluctuation. A transfer function was

constructed between the noise level inside the fuel plenum chamber (P ′
rms(pc)) and the

fluctuating average velocity (V ′
avg) observed at the tip of the burner and it is shown in

Fig. 4.8.

Table 4.2: The noise levels used in the experiment to perturb the system. P ′
rms(pc)- RMS

of pressure fluctuations measured in the the fuel plenum chamber, P ′
rms-

RMS of pressure fluctuation (noise level) measured in combustion chamber
at Xf = 33.5 cm, RMS(Vavg)- The RMS of the spatially averaged veloc-
ity fluctuations, RMS(q′)- The RMS of the heat release rate fluctuation at
Xf = 33.5 cm.

P ′
rms(pc) (Pa) P ′

rms (Pa) RMS(V ′
avg) (m/s) RMS(q′) (%)

25 18.6 0.04 1.4
49.1 38.8 0.10 3.2
73.9 57.2 0.14 7.4
98.5 100 0.17 14.5

4.2.2 Experimental parameter

Four noise levels were chosen for investigation, under which the system was observed

to evolve. The noise levels are presented in Table 4.2. The corresponding fuel flow rate

fluctuation at the tip of the burner and the equivalent heat release rate fluctuation are

also presented in the table. The values presented in the Table 4.2 were acquired when
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the system was operating at Xf = 33.5 cm. The PDF of the amplitude distribution of

the noise levels are presented in the Fig. 4.9.

Figure 4.9: Distribution of pressure fluctuation measured inside the combustion cham-
ber for various noise level. Measurements are acquired at Xf = 33.5 cm.

4.2.3 Test of significance

To ensure the stationarity of the obtained statistical quantities, optimal number of ex-

periments have to be performed. To identify the optimal number of experiments, a

convergence study was performed between probability for transition and the number of

experiments. The probability for transition is a stochastic property of the system, which

will be explained in detail in Section 4.2.4. The convergence study was performed at

Xf = 32.6 cm for a noise level of 57.2 Pa. The result of the convergence study are

presented in Fig. 4.10 (a). The probability for transition data is observed to converge

with an error of ±2.5% for 30 number of experiments. Similar convergence study was

also performed on another stochastic property of the system, the PDF for the stability

of the system (for details see Section 4.2.7). The results are shown in Fig. 4.10 (b).

We observe that the computed PDF converges after 25 number of experiments. Though

the convergence study shows that 30 number of experiments is sufficient to ensure the

stationarity, as a conservative choice we perform 40 number of experiments. Thus for

a given noise level and Xf we conduct 40 number of experiments and the stochastic

properties are computed from the obtained data.
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Figure 4.10: (a) Convergence of the probability for transition with number of experi-
ments. (b) Convergence of PDF of stability of the system with number
of experiments. The parameters are Xf = 32.6 cm, and noise level of
57.2 Pa.
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4.2.4 Probability for transition

Out of the 40 number of experiments conducted, the number of times the system gets

triggered under the influence of noise is represented by "probability for transition".

The evolution of the amplitude of pressure fluctuations inside the system is monitored

continuously, if the amplitude of the pressure fluctuations increases beyond 1.2 times of

the triggering amplitude of the system, then the system is declared to be triggered. Data

for probability for transition are presented in Fig. 4.11. For a noise level of 18.6 Pa,

the system does not experiences any transition for all the Xf which are considered for

investigation. As the noise level is increased to 38.8 Pa, the system looses stability

and begins to undergo transition. The probability for the system to undergo transition

increases as the operating condition approaches the deterministic Hopf point. On further

increasing the noise level to 57.2 Pa and subsequently to 100 Pa the probability for the

system to get triggered also increases even as the operating conditions are receded away

from the deterministic Hopf point.

Figure 4.11: Variation of probability for transition with Xf for different noise levels

4.2.5 Average transition time

The average time taken for the transition to occur in the system is represented by the

average transition time. The time instant at which the amplitude of the pressure fluc-

tuation increases beyond 1.2 times the triggering amplitude, the system is identified as

40



triggered and the time period is considered as transition time. The transition time out of

the 40 experiments are recorded and averaged to obtain the average transition time.

The variation of average transition time with respect to the Xf is shown in Fig. 4.12.

For the noise level of 18.6 Pa, the system has to wait more than 90 s to experience trig-

gering. When the noise is increased to 38.8 Pa the transition time becomes finite, as the

system begins to experience NIT. As the noise level is further increased to 57.2 Pa and

100 Pa, the average transition time is observed to decrease for a given operating con-

dition. Similarly the average transition time for the system to get triggered is observed

to increase as the operating condition recedes away from the deterministic Hopf point.

An important feature is observed at Xf = 32 cm; at this Xf the probability for the sys-

tem to undergo transition is 100% for noise levels 38.8 Pa, 57.2 Pa and 100 Pa. The

average transition time seems to have attained a minimum transition time for all noise

level. The noise level in the system does not have any impact on the transition time.

This can also be observed for flame location Xf = 32.2 cm and 32.4 cm and noise level

of 57.2 Pa and 100 Pa, as the probability for transition is 100%.

Figure 4.12: Variation of average transition time with Xf for different noise levels

4.2.6 Nature of transition

The nature of transition of the system to oscillatory state depends upon the noise level

and Xf at which the system is operating. Depending upon the noise level, the system

passes through certain stages before it reaches the oscillatory state. First consider the

evolution of the system for a noise level of 18.6 Pa. In Fig. 4.13 (a) the evolution of
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pressure and in Fig. 4.13 (b) the evolution of heat release rate is shown. In the pressure

trace we can observe sudden spurts in the amplitude of oscillation. The occurrence

of these sudden spurts becomes more prominent as the operating conditions approach

the deterministic Hopf point. On further analyzing the pressure trace and heat release

rate evolution, the phase difference between P ′ and q′ evolves such that the coupling

becomes stronger momentarily (see Fig. 4.13 c).

A non-dimensional quantity Γ is defined as in the Eqn. 4.2. This measures the

evolution of difference in acoustic driving of the system in comparison to the driving

observed at t = 0. Since the acoustic driving is defined for a time period, for the present

investigation we choose a time interval of 0.1 s. The time interval is chosen such that

it is equivalent to 2 acoustic time periods of 20 Hz oscillations (lowest frequency of

oscillation encountered in the present investigation) and 18.5 acoustic time periods of

185 Hz (first natural frequency of the system).

γ(t) =

t+∆t∫

t

P ′.q′dt (4.1)

Γ(t) =
γ(t)− γ(0)

γ(0)
(4.2)

where ∆t is the time interval and it is 0.1 s

t represents the time instant at which the Γ is measured

γ(0) represents the acoustic driving observed in the system in the time interval t = 0

and t + ∆t = 0.1 s.

The evolution of Γ is shown in Fig. 4.13 (d). We are able to observe that the

occurrence of spurts and transient increase in acoustic driving of the system by several

orders of magnitude occur at the same time. The increase in driving can be considered as

an indirect indicator of increase in energy of the system. The sudden increase in driving

could be due to non-normal nature of the thermoacoustic system (Balasubramanian and

Sujith, 2008a,b; Mariappan et al., 2011; Kim and Hochgreb, 2011).

The other possible explanation for the formation of spurt is that, the fluctuation in

fuel flow rate could fluctuate the local equivalence ratio in the system. The fluctuation
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in the equivalence ratio could sometime take the system to a limit where the stable fixed

point could momentarily change to unstable fixed point. This momentary change can

cause a temporary growth in the amplitude of fluctuation. This is more likely to occur

as the operating condition approach the Hopf point. At present the transient growth of

energy is well below the threshold of triggering, hence the system did not undergo NIT.

It is observed that the system always exhibits spurt formation just moments before it is

about to undergo transition.

Figure 4.13: The evolution of acoustic pressure (a), heat release rate (b), phase differ-
ence (c) and driving (d) for noise level of 18.6 Pa, at Xf = 32 cm. The
dotted lines represent the triggering amplitude of the deterministic system.

As the noise level is increased to 38.8 Pa, the system experiences NIT and reaches

an oscillatory state (limit-cycle oscillation). The nature of transition at various Xf and

for a noise level of 38.8 Pa are illustrated in the time histories and phase portraits
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shown in Fig. 4.14. At Xf = 32.4 cm (Fig. 4.14 a and b), the deterministic triggering

amplitude is 8 times larger than the noise level. First the system exhibits spurts in the

amplitude of oscillation. The spurts tries to take the energy level in the system close to

the threshold of triggering but is unable to do so. The system then experiences a sudden

increase in the amplitude of oscillation and the energy levels in the system have now

reached the triggering threshold (marked as ULC in Fig. 4.14 (c)). The system loops

around this state for a brief period of time, and from this intermediate state the system

spirals out and reach the stable limit-cycle orbit. This shows the system undergoes

transition to instability through bypass transition, as it was predicted by Waugh et al.

(2011) and Waugh and Juniper (2011).

Triggering amplitude depends on the proximity to the Hopf point; it decreases as we

approach the Hopf point, as is seen in Fig. 4.4. Therefore, the triggering amplitude at

Xf = 32.2 cm will be smaller than that at Xf = 32.4 cm. At Xf = 32.2 cm (Fig. 4.14

d and e) the system first exhibits spurts in the amplitude of pressure and heat release

rate trace, and noise takes the system to amplitudes levels equivalent to the triggering

amplitude. Though the amplitude level have reached levels equivalent to the triggering

amplitude of the system, the system does not become unstable and does not reach the

oscillatory state immediately. As explained in Section 4.1.2, the triggering amplitude

of the system depends on the type of initial condition (Mariappan et al., 2010). The

triggering amplitude of a thermoacoustic system is not only a function of amplitude of

the disturbance, but it also depends on various other factors like phase relation between

heat release and pressure oscillation, flame shape, distribution of energy etc., (Juniper,

2011). The system reaches the threshold limit several times and waits for a conditions

when the above mentioned factors are in favor of undergoing transition. Once this

favorable condition is attained, the system exceeds the triggering amplitude threshold

and reaches the limit-cycle oscillation.

At Xf = 32 cm (Fig. 4.14 g and h) the noise level in the system is 1/4 of the

triggering amplitude of the deterministic state. The noise helps the system to cross the

triggering threshold to reach the basin of attraction of the limit-cycle orbit. From this

state, the system undergoes transition and reaches the limit-cycle orbit directly. From

the pressure trace shown in Fig 4.14, we can observe that the transition time reduces as
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Figure 4.14: The evolution of acoustic pressure and the corresponding phase portraits
for noise level of 38.8 Pa at Xf = 32.4 cm (a-c), Xf = 32.2 cm (d-f) and
Xf = 32 cm (g-i). The phase portrait is constructed using P ′ and q′ data.
The dotted line on the pressure trace represent the deterministic triggering
amplitude of the system. The term ‘ULC’ in (c) represents the unstable
limit-cycle state of the system.
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the operating conditions approach the Hopf point, as explained in Section 4.2.5.

In Fig. 4.15 the nature of transition of the system at Xf = 32.6 cm for various

noise levels are shown. When compared to the deterministic triggering amplitude at

Xf = 32.6 cm (403 Pa), the noise level of 38.8 Pa is only 1/10th; however, the noise

level is still able to trigger the system. This can be observed in Fig. 4.15 (a-c). Under

the influence of noise, the system experiences transient growth in acoustic energy and

also it aides the system to add energy in the optimal direction of maximum amplification

(Juniper, 2011). Once sufficient energy is being added in this optimal direction, it causes

a spontaneous increase in the amplitude of the system. Similar to the case shown in Fig.

4.14 (a), the system first reaches the intermediate triggering threshold (Fig. 4.15 c, see

the dark intermediate state marked ULC) and the system evolves around this state for a

while and from this state the system eventually spirals out to a stable limit-cycle orbit.

On further increasing the noise level to 57.2 Pa, the system exhibits a very unique

phenomenon. The noise level is not only strong enough to take the system towards

oscillatory state, but also strong enough to bring it back towards steady state. This

causes the system to switch between the steady state and the limit-cycle orbit. The

phenomenon of the thermoacoustic system switching between the two states is shown

in Fig. 4.15 (c) (and also in Fig. 4.16 a). The evolution of the phase difference between

the q′ and P ′ (see Fig. 4.16) was investigated during the occurrence of the phenomenon.

We observe that P ′ and q′ are in phase when the system is in oscillatory state and out

of phase when the system it is in steady state. The noise interferes with the coupling

between P ′ and q′ thus causing the system to switch between the two states. In the phase

portrait (Fig. 4.15 f) we could observe these two states distinctly. Further increasing

the noise level to 100 Pa, the system still exhibits the phenomenon of switching but the

frequency of the system switching between the states has been observed to increase.

4.2.7 Stochastic stability map

Practical combustion systems are inherently noisy. Therefore, linear stability margin

in a bistable region can be misleading. Thus, to analyze the "practical stability” of a

system, we construct a stochastic stability map following Waugh and Juniper (2011).

46



Figure 4.15: The evolution of acoustic pressure, heat release rate and the corresponding
phase portraits at Xf = 32.6 cm for noise levels of 38.8 Pa (a-c), 57.2 Pa
(d-f) and 100 Pa (g-i). The phase portrait is constructed using P ′ and q′

data. The term ‘ULC’ in (c) represents the unstable limit-cycle state of the
system.

47



Figure 4.16: (a) Pressure evolution for noise level 57.2 Pa at Xf = 32.6. (b) The
evolution of φ of the system during the switching phenomenon.

The pressure traces acquired in the 40 experiments for six Xf values for a given noise

level are used to construct the stability map of the system.

Figure 4.17: (a) The pressure trace of the system acquired from one of the experiments.
(b) The extraction of the amplitude envelope. (c) Conversion of amplitude
envelope data into stochastic stability curve.

The amplitude envelope of the pressure fluctuation are first extracted from the pres-

sure trace acquired from the experiments (Fig. 4.17 a and b). Then the extracted ampli-

tude envelope data is quantized into bins ranging from 0− 1200 Pa and with a bin size

of 1 Pa. Once the amplitude data are quantized, the binned data are then normalized

using the total number of the data points collected during the experiment, and then they

are converted into PDF curves (Fig. 4.17 c). The PDF curves represent the probabil-

ity of the system to stay in oscillatory state and steady state for a given Xf and noise

level, in a time duration of 90 s. The area beneath the PDF curve between the trigger-

ing amplitude and limit-cycle amplitude gives the probability for the system to stay in
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oscillatory state. The area beneath the PDF curve between steady state and triggering

amplitude gives the probability for the system to stay in steady state. Since the system

has different average transition time for different noise level and flame location, the

predicted PDF will be different for different duration of operation, hence the predicted

PDF curve are valid only for the 90 s of operation. Using the PDF curves obtained for

the six Xf the stochastic stability map is constructed. The stochastic stability maps are

represented as a intensity map and they are overlaid on top of the deterministic bifur-

cation diagram to illustrate the system’s preference to stay in steady state or limit-cycle

orbit.

Figure 4.18: The stochastic stability map of the system for a noise level of 18.8 Pa.

The stability map for a noise level of 18.8 Pa is shown in Fig. 4.18. The map

shows that the system prefers to stay in steady state for the 90 s operation of the sys-

tem. The intensity distribution in the map is an outcome of the pressure trace that are

shown in Fig. 4.13. The magnitude of noise level with which the system is perturbed,

is represented by the standard deviation of the pressure fluctuations observed inside the

combustion chamber and it is measured when the system is operating at Xf = 33.5 cm

(see Section 4.2.2). But as the operating conditions are varied and approaches towards

the deterministic Hopf point a unique feature is observed. We observe an increase in

standard deviation (see Fig. 4.19), even when the forcing strength is maintained con-

stant in the fuel plenum chamber. As the operating conditions approach the Hopf point

the spurt formation becomes more prominent (Fig. 4.13) which causes the increase in

standard deviation. Similar kind of observation was also observed in a numerical inves-
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tigation of stochastically forced canonical shear flow performed by Farrell and Ioannou

(1994). They observed a trend of increase in standard deviation as the Reynolds num-

ber (Control parameter) of the system was varied. They attributed this increase to the

non-normal nature of the system. Hence the spurt formation observed in the system can

also be attributed to the non-normal nature of the system.

Figure 4.19: The variation of the standard deviation of the pressure trace as Xf is varied.
The strength of forcing is kept constant at 25 Pa inside the fuel plenum
chamber.

The stochastic stability for a noise level of 38.8 Pa is shown in Fig. 4.20. As the

noise level in the system is increased, the system experiences NIT. At Xf = 32 cm the

probability for transition increases to 98 % as the noise level is increased. Hence the

threshold of stability has advanced from Xf = 31.45 cm to Xf = 32 cm. From the

stability map we can observe that the margin of linear stability shrinks (Lieuwen and

Banaszuk, 2005). The reason for the system to have such high transition probability

is due the nature of transition shown in Fig. 4.14 (g-i), where the system exceeds the

threshold and directly reach the limit-cycle orbit directly.

As the noise level in the system is increased to 57.2 Pa, the threshold of linear

stability is observed to advance further down to Xf = 32.2 cm. This can be observed

in the stochastic stability map of the system shown in Fig. 4.21. In the map we could

observe formation of two finger like structures between the Xf = 32.4 cm and Xf =

32.6 cm. These structures form due to the phenomenon of switching illustrated in Fig.

4.20 (d-f). Beyond Xf = 32.6 cm the system prefers to stay in steady state over the

limit-cycle orbit.
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Figure 4.20: The stochastic stability map of the system for noise level of 38.8 Pa

Figure 4.21: The stochastic stability map of the system for noise level of 57.2 Pa. Fin-
ger like structure observed between the Xf = 32.4 to 32.6 cm.

51



On further increasing the noise level to 100 Pa, the finger like structure further de-

velop and bridge the steady state and oscillatory state of the system (see Fig. 4.22).

The bridging structure is due to the nature of transition explained in Fig. 4.21 (g-h).

For flame locations Xf = 32.8 cm and Xf = 33 cm, we observed that the probability

for system to experience NIT is above 50%. However, when the evolution of phase

difference between P ′ and q′ (φ) was investigated, we observe that the system did not

experience any NIT and the system preferred to stay in steady state. The phase differ-

ence between P ′ and q′ shows that system is out of phase throughout the evolution, but

momentarily the amplitude of pressure fluctuation crosses well above the triggering am-

plitude, but the phase difference remains decoupled and the system quickly falls below

the threshold (Fig. 4.23 a and b). From the switching phenomenon, we observed that

the noise has the capability to stabilize the system. Thus on further increasing the noise

level does not aid in triggering the system but it stabilizes the system. The noise level

dislodges the system from oscillatory state and prefers to stay in stable state, hence the

system is unable to sustain in the oscillatory state and reach the fold point. As a conse-

quence, of this the system appears to undergo supercritical transition, though the system

is undergoing subcritical transition (see Fig. 4.22). Further the amplitude of pressure

fluctuation alone is not a good measure to identify whether a system is triggered; other

parameters such as phase difference should also be considered.

Figure 4.22: The stochastic stability map of the system for noise level of 100 Pa
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Figure 4.23: (a) Pressure evolution for noise level of 100 Pa at Xf = 32.8 cm. (b) The
corresponding evolution of φ of the system.

4.2.8 Amplitude of oscillation

As the noise level in the system is increased, the amplitude of oscillation in the system

is observed to decrease. The variation of amplitude with respect to the noise level is

presented in the Fig. 4.24. In the absence of noise the system exhibits limit-cycle

oscillations, which can be observed in phase portrait (Fig. 4.24). As the noise level

in the system increases, the envelope of the trajectories in the phase portrait starts to

shrink, representing a decrease in the amplitude of oscillations. This result is not in

agreement with the finding from the theoretical study of Waugh and Juniper (2011),

where the amplitude of the stable periodic solution in the presence of noise agrees well

with that predicted by their noiseless simulations.

In the presence of noise the trajectory of the system does not close, and hence a

band can be observed in the phase portrait. Under the influence of noise the phase

difference between pressure fluctuation and heat release rate fluctuation drifts contin-

uously (Lieuwen, 2001). This phase drift reduces the effective coupling between the

pressure oscillations and fluctuating heat release rate and hence a reduction in ampli-

tude of oscillation is observed. We define a quantity ζ which denotes the variation in

Rayleigh integral in the presence of noise in comparison to a noise free case, where ζ is
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Figure 4.24: Phase portrait of the oscillatory state of the system at Xf = 32 cm for a
noise level of (a) 0 Pa, (b) 38.8 Pa, (c) 57.2 Pa and (d) 100 Pa. The
dotted lines represents the limit cycle amplitude of the system for a noise
free case.

defined as per the expression given in Eqn. 4.3

ζ =
cos φ− (cos φ)nonoise

(cos φ)nonoise

× 100 =




T∫
0

P ′q′dt−
(

T∫
0

P ′q′dt

)

nonoise(
T∫
0

P ′q′dt

)

nonoise


 (4.3)

Table 4.3: The variation of coupling between P ′ and q′ for various noise levels are pre-
sented. P ′

rms represents the noise level in the system, φ̄ represents the average
phase difference in the system and the RMS(φ) represents the standard de-
viation of the drifting φ, ζ represents the reduction in coupling between the
P ′ and q′

P ′
rms (Pa) φ RMS(φ) ζ %

0 58.6 0.3 0
38.8 60.2 0.8 4
57.2 62.8 1.3 8
100 64.5 2 14

The ζ represents the reduction in the coupling of P ′ and q′ in the system as the noise

level in the system is increased. The change in the coupling between P ′ and q′ as the
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noise level is varied in the system is presented in Table 4.3. Similar kind of observation

was also observed by Berthet et al. (2003) in their experimental investigation of Faraday

instabilities. They observed that in a noisy system the coupling between the forcing

and fluid layer was disrupted. As a consequence the amplitude of oscillations were

decreased. The presence of noise also acts as an additional damping in the system

(Kabashima et al., 1979).
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CHAPTER 5

CONCLUSION AND OUTLOOK

In the present thesis, the effect of parametric noise on a thermoacoustic system is in-

vestigated experimentally. Experiments have been performed in a ducted non-premixed

flame system. The investigation primarily focuses on the role of noise on the stability

of a thermoacoustic system. The effect of noise on the thermoacoustic oscillation was

also investigated. The salient conclusions of the investigation are as follows.

5.1 Conclusion

5.1.1 Deterministic state of the system

The stability of the thermoacoustic system in the absence of noise (deterministic sys-

tem) was studied. The system is observed to undergo transition via subcritical Hopf

bifurcation. As the system is excited at the triggering amplitude, the system evolves

transiently towards an unstable periodic orbit, before growing to a stable periodic orbit,

in a manner analogous to the bypass scenario proposed by Juniper (2011). During trig-

gering the phase relationship between P ′ and q′ was observed to evolve to overcome

the threshold of triggering. The evolution of the system during triggering phenomenon

was also observed in the phase portrait.

5.1.2 Noise induced transition

When the thermoacoustic system is perturbed with noise, it was observed to undergo

transition from steady non-oscillatory state to oscillatory state. And it is termed as

Noise Induced Triggering (NIT). The transition was observed in the system even when

the amplitude of noise level is 1/8th of the triggering amplitude of the deterministic

system. Under the influence of noise, the system exhibits spurt formation which leads



to transient growth in the driving of the system and it aides the system to reach threshold

of triggering. In the presence of small amount of noise, the system first grows towards

an intermediate unstable attractor (the unstable periodic orbit) before eventually getting

repelled to the final self-sustained oscillatory state, in agreement with the scenario pro-

posed by Waugh and Juniper (2011). As explained by Fedotov et al. (2002), a stochastic

dynamical system is fundamentally different from the corresponding deterministic sys-

tem; the noise in effect, increases the degrees of freedom.

5.1.3 Reduction of stability margin

The threshold of stability of the system was observed to advance as the noise level in

the system is increased. This reduces the stability margin of the system as predicted by

Lieuwen and Banaszuk (2005). The occurrence of NIT causes the reduction of stability

margin. furthermore, the transition has a probabilistic nature. The probabilistic nature is

reflected in the stochastic stability map of the system as a smooth transition over a wide

range of flame location, as proposed by Meunier and Verga (1988). The probability for

the occurrence of NIT depends upon the noise level in the system. Also the probability

increases as the operating parameters approach the Hopf point.

5.1.4 Switching phenomenon

For a particular noise level and flame location, the system was observed to switch be-

tween oscillatory state and noisy steady state. This shows that the noise is capable of

disrupting the coupling and dislodge a system from a oscillatory state, and stabilize the

system.

5.1.5 Bridging of two states

When the noise level is increased to higher value, it alters the nature of transition of

the system. For a noise free case, the system undergoes transition via subcritical Hopf

bifurcation. As noise level is increased the oscillatory state and non-oscillatory state

of the system bridges together. At higher noise level the system is unable to sustain in
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oscillatory state and reach the the fold point, thus the system appears to be undergoing

transition via supercritical hopf bifurcation.

5.1.6 Reduction in amplitude of oscillation

During thermoacoustic oscillation, presence of noise disrupts the coupling between the

P ′ and q′. This reduces the effective amplitude of oscillation. The noise acts as an

additional damping in the system.

5.2 Future work

In the present investigation, the effect of parametric noise on the thermoacoustic system

is investigated. The noise used in the experiments were of white in nature. As a next step

one could investigate the effect of colored noise on the system. Waugh et al. (2011) has

already performed numerical investigation for the above mentioned case and showed

that different colored noise has different degree of impact on the system. In the present

experiments it has shown that the noise is capable of stabilizing an oscillatory system.

Thus one could further explore the aspect of noise induced stabilization by perturbing

the system with different colored noise.

The formation of spurts was observed to play a vital role in triggering the system

for low noise levels, but the mechanism that causes the spurt formation could not be

investigated in detail. Investigations could be performed to understand the mechanism

that causes spurt formation which will provide us an in depth knowledge on the role of

noise in triggering the system.
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APPENDIX A

CALCULATION OF REYNOLDS NUMBER

The Reynolds number of the flow in the brass tube and in the annular passage between

brass tube and quartz tube is measured to ensure that the flow is stable so as to have low

inherent fluctuation.

A mixture of Nitrogen and Methane in a volumetric ratio of 2 : 1 is supplied through

the central brass tube. The flow corresponds to a Hagen-Poiseuille flow. The Reynolds

number for the flow can be calculated using the formula given in Eqn.A.1 (Mullin,

2011).

Re =
ρmixturevD

µmixture

(A.1)

where

ρmixture is density of Nitrogen-Methane mixture

v is average velocity of the mixture in brass tube

D is the diameter of the brass tube, 23.6× 10−3 m

µmixture is the dynamic viscosity of the Nitrogen-Methane mixture.

The parameters like ρmixture and µmixture for the Nitrogen-Methane mixture are

computed using the formulas given in Eqn. A.2 and A.3 (NAG, 2005).

ρmixture =
ρ1V1 + ρ2V2 + ρ3V3.......ρnVn

V1 + V2 + V3.....Vn

(A.2)

where

ρn is the density of the constituent gases

Vn is the volume of the constituent gases

So for the Nitrogen-Methane mixture ρN2 = 1.185 kg/m3, VN2 = 2 litre, ρCH4 =



0.68 kg/m3, VCH4 = 1 litre

ρN2+CH4 =
(1.185× 2) + (0.68× 1)

2 + 1
= 1.016kg/m3

µmixture =

∑
χnµn

√
Mn∑

χn

√
Mn

(A.3)

where

µn is the dynamic viscosity of the constituent gases

Mn is the molecular weight of the constituent gases

χn is the mole fraction of the constituent gases in the mixture, and

χn =

(
ρnVn

Mn

)

n∑
1

(
ρnVn

Mn

)

for Nitrogen-Methane mixture µN2 = 0.0000165 Pas, MN2 = 28.0134 kg/kmol,

µCH4 = 0.0000102 Pas, MCH4 = 16.0430 kg/kmol, χN2 = 0.66, χCH4 = 0.34

µN2+CH4 =

(
0.6666× 0.0000165×√28.0134

)
+

(
0.3334× 0.0000102×√16.043

)
(
0.6666×√28.0134

)
+ (0.3334× 0.0000102)

µN2+CH4 = 0.0000147Pas

and the Reynolds number is

Re =
1.016× 0.121× 23.6× 10−3

0.0000147
= 197.36

The critical Reynolds number for a flow through pipe is Recritical = 2300 (Mullin,

2011)

The Reynolds number of the flow in the annular passage can be calculated using the
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formula given in Eqn.A.4

Reannular =
ρOxygenvD

µOxygen

(A.4)

Where

ρ is density of Oxygen

v is average velocity of the gas in the annular space

D is the hydraulic diameter of the annular space and it is defined as D = douter −
dinner, douter and dinner are the outer and inner diameter of the annular space respec-

tively

µ is the dynamic viscosity of the Oxygen

for Oxygen ρoxygen = 1.354 kg/m3 and µoxygen = 0.000019Pas

Reannular =
1.354× 0.026× (0.047− 0.025)

0.000019
= 40.76

The critical Reynolds number for a flow in a annular passage is Recritical = 1600

(Sheen et al. (1997)). Thus the flow in both brass tube and annular passage are ensured

to be laminar.
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APPENDIX B

CALIBRATION OF PRESSURE TRANSDUCER

ADAPTERS

The pressure transducers are flush mounted on the setup using a teflon adapter. The

dimensions of the adapter are presented in Fig.B.1. To ensure that the teflon adapter

does not affect the pressure measurement a calibration test was performed. Towards this

purpose, one transducer PCB 1030B02 SN − 5520 is chosen as reference transducer,

it has a sensitivity of 219.46 mV/kPa. The schematic of the calibration setup is shown

in Fig. B.2. The calibration setup has an acoustic resonator of length 1 m and and it has

a diameter (dreso) of 50 mm. The resonator has a cut-off frequency of fcut = 8000 Hz,

for the propagation of radial modes in the duct (referred from Kinsler et al. (2000))).

The frequency of interest for our present investigation is ranges from 50 − 2000 Hz,

which is much less than the fcut frequency. Thus only longitudinal modes propagate in

the duct. An ‘AHUJA AH-60’ acoustic driver unit is mounted at one end of the tube and

on the other side an end plate is provided to mount the transducer for calibration (Fig.

B.3).

The calibration is preformed as follows. The calibration set up was excited at a spe-

cific frequency for 3 s. The amplitude of pressure oscillation inside the duct is at the

end plate is measured simultaneously by the reference transducer and the transducer to

be calibrated. From the collected pressure trace the amplitude ratio and phase between

the reference transducer and the transducer to be calibrated is calculated. The resolu-

tion of the frequency is 1 Hz. The frequency response of the teflon adapter with the

1030B02 SN − 5519 transducer is acquired and the data is presented in Fig. B.4. The

variation of amplitude ratio for various frequency is less than 5% and the corresponding

calibration constant is 0.997. The phase difference in the measured pressure trance is

also negligible and hence it can also be neglected. The schematic representation of the

setup is presented in the Fig. B.5



Figure B.1: Dimensions of the teflon adapter used to mount the transducer

Figure B.2: Schematic view and dimensions of the calibration set up

Figure B.3: Dimensions of the endplate used in the calibration setup
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Figure B.4: The frequency response (a) and phase difference (b) of the teflon adapter
for a frequency range of 20− 2000 Hz.

Figure B.5: Schematic representation of the calibration setup
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APPENDIX C

VALIDATION OF OH∗ MEASUREMENT AS A

REPRESENTATIVE OF HEAT RELEASE RATE

In an effort to measure the instantaneous heat release rate from the flame a suitable

method has to be identified. Normally CH∗ chemiluminescence is measured to measure

the instantaneous heat release rate of the system, but they are valid only for premixed

flame and for a particular equivalence ratio only. Hence a suitable indicator has to

be chosen to measure the instantaneous heat release rate. The emission spectrum of

the flame for φ = 1 was acquired using a ‘Aventes spectrum analyzer’. The emission

spectrum of the flame is shown in Fig. C.1(a). We can observe that there is a black

body radiation from soot and emission corresponding to OH∗ chemiluminescence. To

validate that the OH∗ emission can be utilized to measure the instantaneous heat release

rate, a validation test was performed.

The validation was performed as follows. The collection fibre was located at a

distance of 25 cm from the flame (see Fig. C.2). The flow rate of fuel was varied in

steps of 100 ccm by maintaining φ = 1 as constant and the emission spectrum data

of the flame was acquired. From the collected emission spectrum the area beneath

the emission spectrum curve between 300 to 315 nm was measured, this represents

the strength or intensity of the OH∗ emission. The data of the variation of the OH∗

emission for fuel flow rate is shown in Fig. C.1 (b). The fuel flow rate indirectly

represents the heat release rate of the system. We can observe that there exist a linear

relationship between the strength of the OH∗ emission and the heat release rate of the

flame. Hence we could use the OH∗ as an indicator of the heat release rate of the

system.



Figure C.1: (a) Emission spectrum of the flame showing peak at 308 nm wavelength.
(b) Variation of intensity of OH∗ signal as the mass flow rate of the fuel is
increased maintaining φ = 1 as constant

Figure C.2: Validation experiment for chemiluminescence
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APPENDIX D

CHARACTERIZATION OF SPEAKER

In order to perturb the system, we have installed a 6” sub woofer directly to a fuel

plenum chamber. To quantify the ability of the speaker to recreate the signal we perform

a characterization test on the speaker. First the test is to quantify the ability of the

speaker to recreate the sinusoidal signal is assessed by measuring the ‘Total Harmonic

Distortion (THD)’ for frequencies ranging from 20 − 1000 Hz. THD is defined as

the ratio of the sum of the powers of all harmonic components to the power of the

fundamental frequency. And it is given by the expression in Eqn. D.1.

%ofTHD =
P2 + P3 + P4 + ........ + P∞

P1

× 100 =

∞∑
n=2

Pn

P1

× 100 (D.1)

Where

P1 is the power present in the fundamental frequency of the produced acoustic sig-

nal.

Pn is the power present in the harmonics of the produced acoustic signal.

The speaker is excited by a sinusoidal signal of known frequency, then the acoustic

signal generated by the speaker is then acquired using pressure transducers. The col-

lected data is then processed and the ‘% of THD of the signal is computed. The THD

of the speaker for various frequencies are presented in Fig. D.1. For frequencies below

20 Hz the THD is as high as 13%. Above 20 Hz the THD levels are well below 5%.

This ensures that the speaker will always perturb the system in the desired frequency

during excitation for a frequency range 20− 1000 Hz.

To quantify the ability of the speaker in generation of noise a different test is per-

formed. A Gaussian white noise is generated for a frequency bandwidth of 0−5000 HZ

and was supplied to the speaker. The noise generated by the speaker is then acquired

through transducer and it was processed to get the frequency spectrum. The frequency



Figure D.1: THD of the speaker for the frequency range of 1− 1000 Hz.

spectrum is presented in Fig. D.2, we can observe that the spectrum is considerably

linear between the 20 − 2000 Hz. When the slope of the spectrum line between

20 − 2000 Hz is investigated it has a slope of 0.02 dB/octave, which can still be

considered as white noise. Since the flame acts as a low pass filter and the response of

the flame to high frequencies is weak (Klein, 2000) the flame effectively sees a white

noise. The cut-off frequencies (20 & 2000 Hz) associated with the noise is very larger

than all relevant frequencies of the system and it has flat spectrum, such noise is defined

as ’quasi-white noise’ (Horsethemke and Lefever, 1984; Kabashima et al., 1979). When

the distribution of the amplitude of the pressure fluctuation is observed (Fig. D.2 b), the

distribution is of Gaussian in nature. Hence from the noise produced by the speaker is a

‘Gaussian quasi-white noise’ between the frequency range of 20− 2000 Hz, where the

higher cutoff frequency is 10 times greater than the eigen-frequency of the system.

Figure D.2: (a)Power spectral density of the white noise generated by the speaker.
(b)PDF of the amplitude distribution of the noise.
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APPENDIX E

VELOCITY FLUCTUATION MEASUREMENTS AT

THE TIP OF THE BURNER

We are perturbing fuel flow rate of the system randomly in an effort to understand NIT.

To perturb the fuel flow rate of the system we have installed a speaker in the fuel plenum

chamber. When an electrical signal is provided to the speaker the diaphragm fluctuates

and varies the volume of the fuel plenum chamber, thus oscillating the fuel flow rate of

the system. We are interested in identifying the magnitude of the velocity fluctuation

at the tip of the burner and the profile of the random fluctuation at the tip of the burner

with out flame (cold flow condition). To quantify the fluctuation at the tip of the burner

velocity measurements were performed.

Figure E.1: Schematic representation of the set up considered for velocity measure-
ments

The velocity at the tip of the burner was measured using two techniques. The un-

perturbed flow was measured using Laser Doppler Velocimetry (LDV). The data col-



lected through LDV measurements were used as a benchmark to quantify the veloc-

ity measured through High Speed Particle Image Velocimetry (HS-PIV). Through this

comparison the parameters of the HS-PIV were optimized to capture the random fluc-

tuations. The measurements through LDV and HS-PIV were performed independently.

A schematic of the part of the setup considered for investigation is shown in Fig. E.1.

In order to perform the measurements in cold flow condition the fuel (mixture of

Methane and Nitrogen) is replaced by air as a flow medium. The properties of air and

fuel is presented in the Table E.1. From the data provided in the Table E.1 we can

observe that the flow properties of both the medium are almost same, thus the dynamic

behaviour of both the gases will be same, the measurements obtained for air can be

compared to the fuel. The properties of the air were acquired from the Scientifique

(1976).

Table E.1: Comparison of properties of air and fuel.

Properties Fuel Air
Density 1.016 kg/m3 1.102 kg/m3

Dynamic viscosity 0.0000147 Pas 0.0000169 Pas
Reynolds number 197.3 197.9

Entry length 0.22 m 0.23 m

E.1 Laser Doppler Velocimetry

A TSI Laser Doppler velocimetry system was used to measure the velocity at the exit

of the burner tube. A single component measurement parallel to the axis of the Burner

tube was acquired. LDV measurements were acquired to characterize the unperturbed

flow field of the experimental setup. The interrogation volume diameter is 163 µm and

the focal length of the probe was 363 mm. The average rate at which the data was

collected is 990 samples per second. The focal length of the probe used was . The

collected data is processed using TSI Flowsizer software.

The velocity at the center of the burner tube was measured. The velocity trace

acquired from the system is shown in the Fig. E.2 (a). The measurement was conducted
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Figure E.2: (a) evolution of Vmax in the center of burner tube. (b) PDF of the velocity
data. The system has inherent fluctuation of less than 1% of the mean value.

until 1 × 105 samples were collected. It was observed from the velocity trace that the

flow has an inherent fluctuation. The probability density function was computed for

the Velocity trace and is shown in the Fig. E.2 (a) and the mean of the velocity trace

was observed as ¯Vmax = 0.221 m/s and the standard deviation σ = 0.001 m/s. The

velocity trace was normalized with ¯Vmax and the fluctuating velocity (V ′
max) over the

mean value is shown in the inset in Fig. E.2 (a). From the normalized velocity trace and

σ it can be clearly observed that the fluctuation of velocity is less than 1%. This ensures

that the flow is laminar (Darbyshire and Mullin (1995)).

Figure E.3: The velocity profile at the exit of the burner tube for the fuel flow rate
mentioned in Table 3.2. The dashed lines represents the location of the
walls of the burner. The dotted lines represent the plane of measurement
which is 2 mm from the tip of the burner.
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The LDV measurements were made across the diameter of the burner tube and the

velocity profile of the jet at the exit of the burner tube was obtained and the velocity

profile is shown in Fig. E.3. The velocity profile at the exit of the burner tube was

observed to be parabolic in nature, similar to a profile of a fully developed Hagen-

Poiseuille flow (Rankin et al., 1983; O’Neill et al., 2004). The average velocity of the

gases flowing through the burner tube was calculated using the formula given in Eqn.

E.1 (White, 2010).

Vavg =
1

R2

R∫

−R

u(r)rdr (E.1)

where

Vavg is the average velocity of the gases flowing through the burner tube.

R is the radius of the burner tube and it’s magnitude is 11.8 mm

u(r) is the velocity of the gases at the location r from the center of the tube.

The average velocity was calculated from the velocity profile obtained through LDV

measurement and the magnitude is ¯Vavg = 0.122 m/s.

E.2 High Speed Particle Image Velocimetry

To capture the evolution of the velocity fluctuations at the exit of the burner high

speed PIV technique was implemented (Raffel et al., 1998). Since the flow was per-

turbed with a white noise of frequency bandwidth 20 − 2000 Hz a sampling rate of

8000 frames per second (FPS) was chosen (∆t = 125 s). The chosen sampling

rate is twice the sampling frequency recommended by Nyquist-Shannon theorem. An

over sampling is utilized here to capture the random velocity fluctuations with higher

temporal resolution.

To capture the image of the oil particles at such high frame rate, a Phantom V 12.1

high speed imaging system was used. Phantom V 12.1 camera is a CMOS camera with

1200×800 pixel detector. The camera is controlled by phantom camera control software

(version 1.0). The camera was operated with a maximum exposure of 120 µs. To
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Figure E.4: The velocity profile at the exit of the burner tube for the fuel flow rate
mentioned in Table 3.2. The dashed lines represents the location of the
walls of the burner. The dotted lines represent the plane of measurement
which is 2 mm from the tip of the burner.

illuminate the particles at 8000 Hz a Photonic Industries Nd:YLF laser lasing at 532 nm

was used. The laser when operated at 8000 Hz it delivers a laser pulse of 10.01 mJ

of energy. The width of the laser pulse is 50 ns. A combination of lenses and mirrors

were used to steer and focus the beam into the region of interest. The path of the beam

is shown in the Fig. E.4. The laser and the camera are synchronized together using the

synch pulse generated in the camera. When the camera opens its shutter an on board

signal generator produces a 5 V Transistor-transistor logic (TTL) pulse with 50% duty

cycle. The signal is acquired through from the camera through an F − sync port and

the signal is supplied to laser in the external sync port. The lasers internal frequency

generator is turned off and made to operate in external clock mode. Whenever the

camera opens its shutter the laser flashes after some time delay. This time delay is a

unknown parameter, but it is a constant for a given system. The timing diagram for the

laser and camera synchronization is given in the Fig. E.5.

The high speed imaging system records a high speed video footage of the flow field.

Later images are extracted from the video file and saved as a single exposure images.
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The velocity of the flow field is computed by using PIV view 2C software. The

single exposed images are loaded and the velocity field are computed for the subsequent

images, for example the velocity field is computed by cross correlating the image n and

the image n + 1 and generates a velocity data file, then next flow field is computed by

cross correlating images n + 1 and n + 2. So for N images we get N-1 velocity data.

The output velocity data of the PIV view 2C software is read in MATLAB and further

post processing are performed to build the time evolution of the flow field.

Figure E.5: Timing diagram for the high speed PIV system

E.2.1 Velocity profile

The velocity profile at the exit of the burner tube is measured using the HS-PIV tech-

nique. A 8001 images were acquired and 8000 velocity field data was obtained, then

an ensembled average flow field data was obtained. The acquired velocity profile was

compared with the velocity profile acquired through LDV.

The comparison between velocity profile acquired through HS-PIV and LDV are

shown in Fig. E.6. The results from HS-PIV are in close agreement with the results

of LDV. The quantities of the velocity profile acquired from the HS-PIV data was also

found to be in good agreement with the LDV data (Table E.2). Thus the parameters of
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Figure E.6: Timing diagram for the high speed PIV system

HS-PIV have been optimized to measure the evolution of flow field. The fuel flow rate

of the system is approximately equal to Vavg, in order to define the fuel volume flow

rate fluctuation the evolution of Vavg at the tip of the burner is monitored.

Table E.2: Comparison of data obtained from HS-PIV and LDV.

Quantity LDV HS − PIV Error
¯Vavg 0.122 m/s 0.127 m/s 4.8%
¯Vmax 0.221 m/s 0.211 m/s 4.3%

E.2.2 Randomly perturbed flow field

The random perturbations are imparted to the flow by adding Gaussian quasi-white

noise to the system through the speaker. The strength of the noise with which the

flow field is perturbed is represented by P ′
rms observed inside the fuel plenum cham-

ber. After imparting Gaussian quasi-white noise, the corresponding fluctuation in Vavg

is observed. The trace of the pressure fluctuation observed inside the plenum chamber

and the corresponding Vavg observed at the tip of the burner is presented in Fig. E.7.

The Vavg fluctuation at the tip of the burner is quantified by the RMS of Vavg. The FFT

of the velocity fluctuation is shown in Fig. E.8 (a). The spectrum was observed to have

peaks at discrete frequencies. The peaks corresponds to the natural frequency of the

burner tube assembly. When noise is added to the system, the acoustic field amplifies

the frequencies corresponding to the natural frequencies of the burner assembly. The
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statistical quantities of the pressure fluctuation and the velocity fluctuations were com-

puted and the profile of the amplitude distribution was investigated (Fig. E.8 b). The

Pressure and velocity was observed to have a Gaussian profile.

The magnitude of the noise imparted to the system is varied and the corresponding

velocity fluctuation at the tip of the burner is acquired. From the acquired data a trans-

fer function was constructed between various noise levels P ′
rms and the corresponding

RMS of Vavg observed at the tip of the burner (Fig. E.9).

Figure E.7: (a) pressure trace observed in the fuel plenum chamber. (b) The Vavg ob-
served at the tip of the burner.

Figure E.8: (a) Spectrum of V ′
avg at the tip of the burner tube when perturbed with noise.

(b) Distribution of the amplitude of velocity fluctuation.

Figure E.9: transfer function constructed between P ′
rms and RMS(V ′

avg)
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